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Abstract—In wireless sensor networks, nodes are often fitted
with low-power components to allow for a long node lifetime
when operated on batteries. However, these available resources
can be insufficient to perform sophisticated data processing on a
local scale, necessitating the transmission of all sensor readings
to an external sink. These transmissions are expensive both in
terms of delay and energy, and thus undesirable. To alleviate the
situation, we propose the use of a heterogeneous sensor network
with higher-capacity processing nodes that allow to perform more
complex data processing operations within the sensor network.
Estimates of the energy consumptions confirm that employing a
heterogeneous sensor network can preserve energy and thus lead
to an extended lifetime of the network.

I. INTRODUCTION

Nodes in wireless sensor networks (WSNs) are generally
designed with energy considerations in mind to allow for long
lifetimes when operated on batteries [1]. These energy savings
however often come at the cost of low-power microcontroller
units (MCUs) with reduced computational capabilities and low
clock frequencies. With only a few kilobytes of RAM and
program Flash storage, the possible complexity of applica-
tions is additionally limited. These tight resource limits of
sensor node platforms (motes) disallow some operations to be
performed within the sensor network, and commonly require
the transmission of data to external nodes which perform the
resource-intensive processing tasks. Commonly, the situation
is resolved by transmitting all collected data (often only
slightly processed, if at all) to an external sink node which
performs the processing tasks.

This data forwarding process is however expensive in terms
of energy, as especially in the case of multi-hop transmissions
in large networks, delay and energy demand increase linearly
with the number of hops. A common way to alleviate the
number of transmissions in the multi-hop case is data ag-
gregation ([2], [3]), where packets that share the same route
are merged on their way to the destination. Aggregation can
thus lead to an overall reduction of the number of packets
sent, although further data-specific processing is generally not
performed.

As a high volume of traffic might still be present in the
network, we propose to move the data processing into the
network by deploying dedicated processing nodes. These pro-
cessor nodes provide greater MCU power (and ideally, larger
memory sizes) than the deployed nodes to allow for tasks with

greater complexity to be performed within the network. By
forming a sensor network, which is heterogeneous in terms of
computational power, demanding processing operations can be
performed within the network, and thus the amount and size
of packet transmissions to a base station significantly reduced.

To show the feasibility of this approach, we exemplarily dis-
cuss three application scenarios that would significantly benefit
from processing the data inside the network. Concisely, we
evaluate the demands of data compression, cryptography, and
high data-rate sample processing. To provide computational
resources for in-network processing, we exemplarily assume
TelosB [4] and SunSPOT [5] devices, as they are present in
our TWINS.KOM testbed [6]. However, other combinations
of motes are possible as well.

After presenting the related work in Sec. II, we present our
vision of collaborative data processing in Sec. III, and show a
theoretical energy analysis in Sec. IV. We conclude this paper
in Sec. V, where we summarize our results and present the
next steps.

II. RELATED WORK

Existing hybrid sensor network architectures target to re-
duce the number of hops a packet requires to reach its des-
tination by supplementing a WSN by additional connections
over a secondary, often wired, medium.

Sharma and Mazumdar have investigated the use of limited
infrastructure, i.e. networks with a number of wired connec-
tions between sensor nodes, in [7]. Their approach establishes
a small-world graph utilizing wired links between a subset
of nodes to reduce the overall energy demand as well as the
different energy consumption rates of participating nodes. The
additional efforts required for the wiring however make it
suited for long-term deployments of sensor networks only.

Hu et al. have built a hybrid network from Mica2 motes
and Stargate devies for detecting cane toads in northern
Australia [8]. Similar to our proposed system, a two-tiered
sensor network structure with low-power motes and higher-
power processing nodes is given. However, the Stargate’s
comparably high energy consumption of 4 watts leads to a
quick depletion of its battery and thus renders the solution
unsuited for long-term autonomous operation.

Wagenknecht et al. also propose to deploy nodes with higher
computational capabilities within a WSN to act as cluster-
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heads for sensor subnetworks, i.e. partitions of the sensor
network [9]. They use embedded systems with a 233 MHz
clock frequency and 128 megabytes of RAM as the backbone
to interconnect the sensor subnetworks through a wireless
mesh network. Although deploying additional gateways allows
for shorter multi-hop routes, the energy savings are possibly
counterbalanced by the greater energy requirements of the
gateways, which are not analyzed in detail in the paper.

A different approach to shift computational tasks into the
network is the use of mobile agents. In such networks, data is
not forwarded to an external sink, but instead, the processing
application (the mobile agent), including its state variables,
are sent to the node and executed locally [10]. As all process
context data are contained within the agent, it can be supplied
with input data at one node, while the processing can be
performed at a different, more powerful, system. We thus
consider it a well-suited supplement to migrate tasks between
nodes.

Further dimensions of heterogeneity have been analyzed,
such as heterogeneous link qualities ([11], [12]), or energy
level heterogeneity [11]. The authors however focus on means
to alleviate heterogeneity rather than exploit it.

III. COLLABORATIVE DATA PROCESSING

Often, motes are too weak to perform computationally
intensive tasks locally, or do at least not provide sufficient
energy budgets to perform the demanding operations numerous
times during their battery lifetime. Especially in the presence
of low-power 8-bit microcontroller units (MCUs), operations
to process 32-bit data require many more instructions than
when executed on a native 32-bit platform.

To overcome this limitation of many existing sensor net-
works, we propose deploying a heterogeneous set of nodes
with two distinct levels of computational capability. Like other
WSNs, low-power sensor nodes perform sensing and basic
processing tasks, and an external sink node acts as data col-
lector. However, additional dedicated nodes are present within
the network to perform data processing operations, thereby
alleviating the energy-consuming multi-hop data transport to
the sink, while overcoming resource limits of low-power
platforms. We indicate a sample network topology with nine
low-power sensor nodes, two processor nodes, and a single
external sink in Fig. 1.

Sensor node

Processor node

External sink

Fig. 1. Exemplary heterogeneous sensor network topology

It is essential to distinguish our system from related work
where nodes with secondary network interfaces, peripheral
ports, and power consumptions of several watts are used.
Instead, we propose the use of low-power embedded systems
with support for duty-cycled operation, such as SunSPOTs or
Intel’s Imote2 nodes. Both resemble native 32-bit architectures
with greater computational capabilities, but also greater power
consumptions than the low-power motes. We briefly compare
both platforms to two common mote platforms in Table I.

TABLE I
COMPARISON OF MOTE PLATFORMS

Mica2[13] TelosB[4] SunSPOT[5] Imote2[14]
RAM size 4 kB 10 kB 512 kB 32 MB

System clock 7.37 MHz 8 MHz 180 MHz 104 MHz*
Sleep current 15 µA 1 µA 31 µA 820 µA
Active current 8 mA 1.8 mA 80 mA 66 mA

Word size 8 bits 16 bits 32 bits 32 bits
* The Imote2 can dynamically adjust its clock frequency between 4 and 416 MHz

In the following, we present how three common applica-
tion scenarios for WSNs can be supported by our proposed
heterogeneous WSN architecture.

A. Data Compression
As both route length and packet size of multi-hop radio

transmissions in WSNs have a dependency on the overall
energy consumption of the transfer, data compression (also
referred to as source coding) is a viable approach to compact
data (e.g. [15]) prior to sending it. However, the limited
amount of memory present on motes is often insufficient
to store complex models or code tables, and thus leads to
degraded compression gains.

As we have determined in [16], compressing data on a
per-packet basis often leads to no improvements over the
uncompressed data size at all, while knowledge about the tem-
poral history of data can achieve significant size reductions.
Supplementing the source coding by means of in-network
processing, such as data aggregation (cf. [2]), can even lead
to further savings, but also has higher computational demands
on nodes that perform the processing operation. This makes
the presented data compression scenario well suited for the
proposed heterogeneous networks.

Applied to the scenario depicted in Fig. 1, the processing
nodes should integrate within the tree rooted at the external
sink node. When configured to aggregate packets on their way
to the sink, and compress the results, their presence can lead
to energy savings resulting from an overall smaller number of
transmissions.

B. Cryptography
High computational demand is also present in area of

cryptography, where many algorithms rely on heavy use of
the modulo operation. Especially, when the used key length
exceeds a platform’s native word size, additional operations
to emulate the corresponding operations are required, which
come at a significantly increased time and thus energy con-
sumption. Emulating these instructions is however often nec-
essary to ensure sufficiently large key lengths.
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Measurements on real hardware, performed by Gura et
al. in [17], have shown that both ECC and RSA-1024 require
more than 4.5 seconds to execute on an 8-bit microcontroller
clocked at 14.7 MHz. When more powerful processing nodes
are integrated with the sensor network, their greater computa-
tional capabilities allow them to perform strong cryptography
within reasonable time limits.

Especially, the 32-bit word size and the significantly in-
creased RAM size of the processor nodes reduce the need
for instruction emulations and expensive data buffering on
external memory, and can thus reduce the required execution
time. When the processor nodes act as in-network terminals
to provide secured links to the sink node, low-power sensor
nodes can employ the AES-128 support of their CC2420
radio transceiver [18] to establish encrypted connections to
the processor nodes with a low hop count.

C. High Data-Rate Sample Processing
When sensors that generate high-volume data (such as

image or audio sensors) are present within the network, their
samples cannot be processed by the sensor node at all times,
but are instead forwarded to the sink for further processing.
The lack of hardware multipliers in many embedded systems
also limits the use of algorithms with many multiplication and
addition operations, such as the Fast Fourier Transform (FFT).
Transferring all data to the sink however leads to a significant
volume of traffic in the network.

If instead, a heterogeneous set of nodes is present in the
network, resource-demanding tasks can be performed in less
time when configuring the processor nodes to specialize on
these tasks and request the sensor nodes to transmit their data
there. Due to their higher clock frequency and the larger RAM
size, the processor platforms inherently consume more energy
in all operation modes. However, their reduced processing time
improves both transmission delays and power demand, and
thus counterbalances the higher energy consumption.

IV. THEORETICAL ENERGY ANALYSIS

When considering the current consumption values quoted in
Table I, it is obvious that both platforms suited as processors
(SunSPOT and Imote2) have a significantly greater energy
demand in both active and deep sleep modes than the two
sensor node platforms (Mica2 and TelosB). However, the clock
frequencies differ by one order of magnitude, hence many
more operations can be performed on a processor node within
the same amount of time. For the sake of simplicity, we assume
an identical number of instructions required to perform the
same task on all platforms, although sophisticated features
and special extensions to the instruction set present in the
processing nodes may lead to deviations.

TABLE II
EXECUTION TIME AND POWER CONSUMPTION OF THE DEMO METHOD

Mica2 TelosB SunSPOT Imote2
Execution time 13.6 ms 12.5 ms 0.55 ms 0.96 ms
Energy per call 327 µJ 67.6 µJ 82.7 µJ 98.4 µJ
Average power 3.3 mW 0.68 mW 0.85 mW 1.37 mW

A. Execution Duration
To visualize the impact of the clock speed, we have assumed

a demo method of 100,000 instructions and evaluated the time
and energy required to execute it. The corresponding results
for a single call are shown in Table II. Additionally, the table
contains the results from our analysis of the overall power
consumption when calling the method 10 times per second
and immediately putting the MCU into sleep mode when the
method has finished.

Although both processor node platforms require between
22 and 45 percent more energy to perform the operation, their
benefit of a 32-bit architecture and the corresponding reduced
emulation demand for complex algorithms is expected to coun-
terbalance the additional energy requirements. Additionally,
the average power consumption of the SunSPOT is only 25%
higher than the TelosB’s when duty-cycling the node, and put
into perspective when considering the achievable savings in
terms of the overall network traffic.

B. Node Lifetimes
Having determined a comparable energy demand to perform

the same algorithms on the more powerful processing plat-
forms, it has become clear that a WSN can benefit from the use
of heterogeneous nodes. However, to ensure a long network
lifetime, processors should not deplete their batteries faster
than the remaining nodes in the network. When continuously
operating SunSPOT nodes with a battery capacity of 750 mAh,
their lifetime is limited to around nine hours. In contrast,
when assuming a duty cycle of only 10% (i.e. spending 90%
of the time in sleep mode), lifetime increases to 93 hours,
and when activity phases are limited to 2%, the overall node
lifetime extends to 16.5 days. It is thus mandatory to find
algorithms which achieve a tradeoff between energy and delay
constraints, considering the costs of local computation, in-
network processing, or the transfer to the external sink in their
decision process.

V. CONCLUSION AND OUTLOOK

In this paper, we have presented the benefits of hetero-
geneous sensor networks, comprising nodes with different
computational capabilities. By adding nodes with higher com-
putational performance to a WSN, complex tasks can be per-
formed within the network instead of transferring all data to an
external sink node. Although the faster processor nodes exhibit
an increased energy consumption, we have theoretically shown
that energy savings can be achieved by deploying processor
nodes, as their greater energy consumption is counterbalanced
by reduced execution times and less traffic in the network.

A. Future Work
In successive work, we target to investigate deployment

strategies for the processor nodes and conduct practical ex-
periments with heterogeneous sensor networks, based on our
TWiNS.KOM testbed, which integrates TelosB and SunSPOT
devices [6]. We also intend to evaluate the applicability of the
developed algorithms on networks that are heterogeneous in
terms of energy.
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